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In  a  Station of  the  Metro  
 

The apparition of these faces  
in the crowd ;  
Petals on a wet, black bough. 
 



A linguist́s perspective 

 



A linguist́s perspective 

 

Urs Wehrli, Kunst aufräumen 



                 

           thought 
          (signifié) 

                 
 

 

    
   symbol    referent 
                          (signifiant) 
  

  

 

 

(Odgen & Richards, 1923, The meaning of meaning) 

arts & humanities 

In  a  Station of  the  Metro  
 
The apparition of these faces 
in the crowd ;  
Petals on a wet, black 
bough. 

 

linguistics 
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Processing Pipeline (1) 

text collection 

automatic annotation: 
segmentation  
tokenization 

lemmatization 
PoS-tagging 

syntactic parsing 

manual  annotation: 
e.g.,  semantic roles and 

relations 

corpus 
(various     
formats) 



corpus 
(various 
formats) 

feature  selection & 
extraction: 

KWIC 
lexico-grammatical 

patterns 
data mining 

sets of 
instances 

feature inspection  
& evaluation: 
visualization 

descriptive statistics 
data mining 

 

Processing Pipeline (2) 



Analysis of linguistic variation 

ÅDialect/sociolect: regional/social variation 
ÅRegister: functional (situational) variation 
ÅRegister theory (Halliday, Biber a.o.) 

 
 
 
 

 
 
ÅRegisters are relatively stable in time; registerial 

repertoire of a language changes over time  
 

    άA register is a cluster of associated features 
having a greater-than-random (or rather, 
greater than predicted by their unconditioned 
probabilities) tendency to co-ƻŎŎǳǊΦέ  

     (Halliday, 1988:162) 



Registers in Contact (RegiCo):  
Research Questions 

ÅWhat are the linguistic ǇǊƻǇŜǊǘƛŜǎ ƻŦ ǎǳŎƘ άŎƻƴǘŀŎǘ 
ŘƛǎŎƛǇƭƛƴŜǎέΚ 

ÅIƻǿ Řƻ ǘƘŜȅ ƭƛƴƎǳƛǎǘƛŎŀƭƭȅ ŎƻƳǇŀǊŜ ǘƻ ǘƘŜƛǊ άǎŜŜŘ 
ŘƛǎŎƛǇƭƛƴŜǎέΚ               

    Ą similarities/differences 

Å5ƻ ǘƘŜȅ ŘŜǾŜƭƻǇ ǘƘŜƛǊ ƻǿƴ άƭŀƴƎǳŀƎŜέΚ            

    Ą distinctiveness 

 

 

 

New research fields are continuously developing  (e.g.,  
bioinformatics, mechatronics etc), often through contact  
between two disciplines (e.g., computer science ς biology) 
 

What kind of 
resource  

is needed? 
 



RegiCo: Corpus 
English Scientific Text Corpus (SciTex) 

 
Åfull English journal articles 
Ånine disciplines (register) 
Åtwo time slices (time): 
ïDaSciTex (2000s) 
ïSaSciTex (1970s/80s) 

Åapprox. 34 million words 
 
 
 (Teich & Holtz 2009,   

Teich & Fankhauser 2010,                                                                              
Degaetano-Ortlieb et al. forthcoming) 

 
 



RegiCo: Corpus encoding 

Åsource: pdf 
Åformats  
ïplain text 
ïhtml 
ïxml 
ïCQP (Corpus Query Processor; Schmied, 1998; Evert, 2005) 

Åtypes of information 
ïbib data: author, title, journal, year 
ïdiscipline 
ïlogical structure (section, paragraph etc) 
ïlinguistic units: sentence, token 
ïlinguistic categories: lemma, part-of-speech (syntactic 

phrases) 
 
 
 
 
 



This       
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that       

we          
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token 
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+ text and sentence ids 

Which analysis 
methods are 

needed?   

RegiCo: Corpus encoding (CQP) 



RegiCo: Methods 

ÅCompare acc. to: 
ïregister (r) 

ïtime (t) 

ÅCompare in terms of: 
ïlexico-grammatical feature (f1Σ ŦнΣ ŦоΧ fn)  in a context  (r, t) 

ÅContrast: relative similarity/difference (probability) 
unconditioned vs. conditioned probability, e.g., 

p (f1) vs. p (f1 | r1) 

conditioned probabilities, e.g., 

p (f1 | r1) vs. p (f1 | r2)  

 

Ą probability distance measures, e.g., statistical tests,   
clustering, classification 



Analysis example (1) 

ÅStance/evaluation in scientific writing 

ÅIndicators - examples 

 Our algorithm is obviously a 2-approximation for  the    
 problem. 

 It is obvious that dynamic backcalculation analysis is 
 more advantageous than the static approach. 

 Interestingly, these protocols invariably require  the  use of  

 supersingular curves. 

 It is interesting that the rates of lexicon growth are  roughly  

 similar to each other regardless of the algorithm used [...]. 

ÅQuestion: Are there differences across registers?  

Ą extraction, distribution, statistical testing 
 



<s> []{0,3} " it|It " [ pos ="VB.*"][]{0,3} "important" 

@"that|to " within s;  
 

<It is important that> this work be extended to 

freely bubbling conditions where endogeneous  

bubbles interact with exogeneous  ones .  

<It is important that> this quantity be computed 

causally by a filter as s goes from 0 to T .  

<It is therefore important to> account for the 

frictional stresses in the model.  

<It was important to> adapt the recursion of forward 

and backward algorithm to the extended architecture 

of the HMMs .  

A A B1 B1 B2 B2 B3 B3 B4 B4 C1 C1 C2 C2 C3 C3 C4 C4 total 

pattern-imp 56 3,44 57 3,50 76 4,67 78 4,79 82 5,04 71 4,36 45 2,76 75 4,61 73 4,48 613 

pattern-int 27 1,66 40 2,46 34 2,09 16 0,98 27 1,66 17 1,04 35 2,15 38 2,33 22 1,35 256 

pattern-obv 33 2,03 19 1,17 10 0,61 28 1,72 13 0,80 15 0,92 1 0,06 16 0,98 39 2,39 174 

pattern-prob 0 0,00 3 0,18 2 0,12 1 0,06 1 0,06 0 0,00 12 0,74 7 0,43 0 0,00 26 

modal-imp 6 0,37 29 1,78 49 3,01 25 1,54 24 1,47 81 4,97 44 2,70 7 0,43 8 0,49 273 

modal-int 24 1,47 37 2,27 66 4,05 5 0,31 16 0,98 73 4,48 359 22,04 26 1,60 9 0,55 615 

modal-obv 185 11,36 113 6,94 51 3,13 58 3,56 47 2,89 100 6,14 25 1,54 76 4,67 81 4,97 736 

modal-prob 38 2,33 137 8,41 88 5,40 36 2,21 10 0,61 146 8,97 335 20,57 112 6,88 22 1,35 924 




